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BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri'
Autonomous College | Affiliated to Osmania University

Reaccredited with ‘A’ Grade by NAAC

B Sc Statistics - Template

SCHEME OF INSTRUCTIONS
UNDER CBCS (w.e.f. 2022-23 academic year onwards)
Course Title of the Course [Theory & Instruction | No of
Y S : i
ear emester Type Practical] g HPW Credits Marks
I Theory | Descriptive Statistics and probability 4 4 100
[ Year | Practical | Descriptive Statistics and probability 2. -5 1 25
I Theory | Probability distributions ) 4 4 100
Practical | Probability distributions 2 1 25
Theory | Statistical Methods and Inference - I 4 4 100
I Practical | Statistical Methods and Inference - I 2 1 25
I SEC -1 | Data Analysis Using SPSS - I 2 2 50
Year Theory | Statistical Inference - I 4 4 100
v Practical | Statistical Inference - II 2 1 25
SEC - 1I | Data Analysis Using SPSS - II 2 2 0
Discipline Specific Electivel:
Theory | Applied Statistics I(or)Analytical 4 4 100
Statistics I
\% Practical Applied Statistics I(or)Analytical ) 1 25
| Statistics I
ur GE Basic Statistics 4 4 100
Year Discipline Specific Elective2:
Theory | Applied Statistics II(or)Analytical 4 4 100
Statistics 11
VI : Applied Statistics II(or)Analytical
Practical | £*PP
o 7c Statistics 11 A . 22
Optional | Operations Research / Project 4 4 100
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Code: ST122

% Bharatlya Vidya
& Bhevan
BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri_ ik
Autonomous College | Affiliated to Osmania University 60hrs .
Reaccredited with ‘A’ Grade by NAAC (41“8/ ‘s?f )
B.Sc. I Year (CBCS): Statistics Syllabus e

(Examination at the end of | Semester)

(Wef academic year: 2023-24)

Semester 1 o
Course Name: Descriptive Statistics & Probability

Course Objectives:

This course aims to,

COBI: Analyze and compare different sets of data using graphs, charts, tables, and numerical
measures, and write about them in clear and precise sentences using statistical
vocabulary.

COB2: Calculate and interpret the various descriptive measures for centrality and dispersion.

COB3: Provide strong foundation of probability theory and theorems including Bayes theorem.
COB4: Understand the concept of random variables, how to identify them and use them to solve

probabilistic problems

 UNIT-1 (15)
Introduction: Importance of statistics, concepts of statistical population and a sample -quantitative and
'qhalitative data - collection of primary and secondary data. Measurement scales- nominal, ordinal,
interval and ratio. Classification and tabulation of data. Construction of univariate and bivariate frequency

- distributions. Diagrammatic and graphical representation of data. Designing a questionnaire and a

~ schedule.

UNIT - 1I ‘ : 19
. Descriptive Statistics: Measures of central tendency (met}n, median, modf:, ge(?mctrlc mean apd
" harmonic mean) with simple applications. Absolute and relative measures of dispersion (range, quartile
~deviation, mean deviation and standard deviation) with simple applications.
 Moments -Importance of moments, central and non-central moments, and their interrelationships,
. Sheppard’s corrections for moments for grouped data. Measures of skewness based on quartiles and
‘moments and kurtosis based on moments with real life examples.

SUNITSIO , 7 )
“ Probability; Basic concepts in probability—deterministic and random experiments, trail, outcome,
' sﬂiﬁplﬁ “space,_ev‘ent, ‘and operations of events, mutually exclusive and exhaustiv'e eve.nts, and- 'equally
'ligelyf and favorable outcomes with examples. Mathematical, statistical and axiomatic deﬁqnfmps O;f
robabll“y\mth merits and de &P&.%o%‘&ﬁ?@fﬁ&biliw and Independent e.vents. Addition anc
mﬂﬁ?“@ﬁf’ﬂ &iorem fo ‘{n gﬁxﬁmg@cﬁgﬁiBayes’ Theorem — numerical problems.
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(15)
o and continuons random variables, Rinations
density fimatlon with ustntions and
ltribmtion funetion and s properties,

UNI'T <1V

l{‘nlnln‘m Varlablest Definition of vandom virduble, discrel
of random varfables, probability o Rineton wd probibility
?j‘"“"‘f‘””" of arandom vidable and roles ol expeatation, D
Franstormation of one-dimenstonnl random varible (almple =1 fanetons only), Definition of moment
generating fanction (mae0), commlant generating Rinedon (g0, probabllity penerating funotlon (p.g.f)
n!\d charactertatie fanetton (0. and atatements of thelr propertles with applications, Chebyshev's, and
Cauchy-Sehwartz's inequaltties and thelr applications, |

Conrse Quicomnes:

Upon successful completion of the course, students able to;

COl: Develop  skills in presenting  quantitative — and qualitative data using appropriate
dlagrams, tabulations and construction of frequency distributions.

CO2: Evaluate and Interpret measures of central tendency, spread of data, central & Non
central moments,

CO3: Utilize  baste  concepts of  probability and theorems in - probability Inchuding  Bayes’

theorem to caleulate, Interpret and communicate event prohabilitles.

CO4: Apply  key  concepts —of  probability, including ~ discrete — and  continions randon
varlables, Probability functions, Generating functions, expectationy and variances,

Merence H

V.K. Kapoor and SC, Gupta: Fundamentals of Mathematical Statistics, Sultan Chand & Sons, New

, Delhi
2. William Feller: Introduction to Probability theory and its applications, Volume- 1, Wiley

Goon A M, Gupta and Das Gupta B: Fundamentals of Statistics, Vol-1, the World press pvt. Lid,,

T—

T

~ Kolkata :
‘4. Hoel PQ: Introduction to Muthematical Statistics, Asin Publishing house.

5. M. Jagan Mahon Ruo and Papa Ruo: A T'ext book of statistics paper-l.
6. Sanjay Arora and Bansi Lal: New mathematical Statistics: Sutya Prakushan, New Delhi
7. Hogg, Tanis, Rao: Probability and Statistical Inference. 7™ edition, Pearson Publication,

8, Statistics for B.S¢ 1 year, Telugu Academy,
Statistics for Manngement - Levin & Rubin
Departme %ot Btatlugcn

: University College of Sclence
, ,ﬂmuﬂiqu}y@gunyg Hydm . |

T

i haryulu
rof, N. Ch. B,}}?Q"?ﬁm%'ﬁ’.u.
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gfi@} @Hﬁl{’fgﬁ Code: ST122P
BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri

’ : . 0Oh
Autonomous College | Affiliated to Osmania University (2h3s / v;i ek)
Reaccredited with ‘A’ Grade by NAAC 1 Credit

B.Sc. IYear (CBCS): Statistics Syllabus
(Examination at the end of Ili Semester)
Semester I )
Course Name: Descriptive Statistics & Probability — Practical

Course Objective:

This course will provide practical knowledge to the students on Descriptive statistics elaborated using
Ms- Excel and R programming.

COBI: Analyze and interpret the first, second, and higher-order measures of central tendency
Using MS-Excel.

COB?2: Analyze and interpret the first, second, and higher-order measures of central tendency
Using R-Programming.

List of practicals:

1. Computation of Measures of Central tendency (MS-Excel and R-Programming).

2. Computation of Measures of dispersion (MS-Excel and R-Programming).

3. Graphical Presentation of data (Histogram, Frequency polygon, Ogives) (MS-Excel and R-
Programming).

4. Diagrammatic Presentation of data (Bar, Pie, Steam and Leaf, Box Plot) (MS-Excel and R-
Programming).

5. Computation of non-central and central moments — Sheppard’s correction for grouped data. (MS-
Excel and R-Programming).

6. Computation of co-efficient of Skewness and Kurtosis (MS-Excel and R-Programming).

-~ Course Outcomes:

Upon successful completion of the course, students able to:
CO1: Analyze various types of data and evaluate summary measures such as central tendency and
 dispersion efc.

CO2; learn how to draw different diagrams, graphs and interpret from that using MS-Excel and R-

i . Programming.
A ' / " Prof.N. Ch. Bhatracharyulu
i » . M.Sc., M.Phil., Ph.D,

Department of Statistics
University College of Science
Osmania University, Hvd-07.
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Code: ST222

’;; E’gb Shartlya Vidra
BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri 60hrs
Autonomous College | Affiliated to Osmania University 4hics/ week)
Reaccredited with ‘A* Grade by NAAC : 4 l(?r::,iits

B.Sc. I Year (CBCS): Statistics Syllabus
(Examination at the end of | Semester)

(Wef academic year: 2023-24)

Semester II
Course Name: Probability distribution

Course Objectives:

The objective of this course is,

COBI: To learn the basic concepts of bivariate random variables, and derive the marginal and
conditional distributions of bivariate random variables.
COB2: To apply the concepts of various discrete probability distributions to various business

problems.
COB3: how 1o apply concepts of the Continuous probability distributions to find

probabilities and applications.
COB4: To translate real-world problems into probability models and Solve the problems

using appropriate tools.

UNIT -1 (15)
Bivariate Random variables: Notion of bivariate random variable, bivariate distribution and statement

o bf its ’propcrﬁes. Joint, marginal and conditional distributions. Independence of random variables.

: Disérete distributions: Uniform, Bemnoulli, Binomial distributions Properties of these distributions such
- asm.gf, c.gf, p.gf, c.f, and moments up to fourth order and their real life applications.

UNIT - 11 (15)

Discrete distributions (Continued): Poisson, Negative binomial, Geometric and Hyper-Geometric
(mean and variance only) distributions. Properties of these distributions such as m.g.f,, c.g.f, p.g.f, c.f,
and moments up to fourth order and their real life applications. Reproductive property wherever exists.

. Binomial approximation to Hyper-ﬂeometnc Poisson approximation to Binomial and Negative binomial

vdtsmbunons

,UNIT 3 { 1§ (15)
- Continuous distributions: Rectangular Exponential and Normal distributions. Importance of Normal

___fv;»-}fdnsmwuon. Normal distribution as a limiting case of Binomial and Poisson distributions. Properties of
.- these: dlstnbunons such as m.g.f, p.g.f, c.g.f, c.f,, and moments up to fourth order and their real-life

apphcauons and repmductlve productlve property wherever exists.

UNIT-IV . , (15)
. Continuous dxstnbntlons (Continued): Gamma, Beta of two kinds (mean and variance only) and
_ Cauchy (definition and c.f. only) distributions. FRspatic tions such as m.g. f.egtiet,

~ and moments up 1o fou order, , their real-life a gmca : duc“"e productive ; peoperty
= e ; rt of Sta
hexmcrex:stﬁ / Unwers:tyCcﬂege oftésg:g:ce

(3: scanned with OKEN Scanner



) istributed (i.i.d) random
Definition of Central Limit Theotem (CLT) for identically and independently distribute 4
variables with finite variance.

Course Outcomes:

Upon successful completion of the course, students able to:

COI: Able to identify the basic concepls of probability including r andom  variable,

probability of an event, Independence and conditional probability  for  Bivariate |
Random Variables. '

CO2:  Learn the principle of several well-known discrete distributions,  including
Binomial, Poisson, Geometric, Hyper Geometric, Negative Binomial etc.

CO3: Define and calculate the probabilities of the continuous probability distributions

CO4: Determine the continuous probability distribution based on experiment conditions

and  assumptions  (including  the  exponential, ~gamma, beta and  Cauchy
distributions).

List of Reference Books:

1. V.K. Kapoor and S. C. Gupta: Fundamentals of Mathematical Statistics, Sultan Chand

&Sons, New Delhi
William Feller: Introduction to Probability theory and its applications. Volume- I, Wiley

Goon A.M. Gupta and Das Gupta B:Fundamentals of Statistics, Vol-I, the World press pvt. Ltd.,
Kolkata

4. Hoel PG : Introduction to Mathematical Statistics, Asia Publishing house.

5. M. Jagan Mahon Rao and Papa Rao : A Text book of statistics paper-I

6. Sanjay Arora and Bansi Lal: New mathematical Statistics: Satya Prakashan, New Delhi
> 7. Hogg, Tanis, Rao: Probability and Statistical Inference.7"'edition, Pearson Publication.

8. Statistics for B.Sc I year, Telugu Academy.

9. Sambhavyata Avadhi Siddantalu—Telugu Academy

10. Sahasambandham- Vibhajana Siddantamulu — Telugu Academy
- 11.K.V.S. Sarma: statistics Made Simple: do it yourself on PC., PHI

12. Statistics for Management - Kevin & Rubin

Prof. N. Ch. Bhatracharyulu

. M.Sc., M.Phil., Ph.D.
Department of Statistics

University College of Science

Osmania University, Hyd-07.

: |
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‘ Code: ST122P

& DD
BHAVAN’S VIVEKANANDA COLLEGE
Sainikpuri
30hrs

of Science, Humanities and Commerce, -
Autonomous College | Affiliated to Osmania University
(2hrs/ week)

Reaccredited with ‘A’ Grade by NAAC !
B.Sc. I Year (CBCS): Statistics Syllabus 1 Credit

(Examination at the end of lli Semester)
Semester 11
Course Name: Probability Distributions — Practical

Course Objective:
on Discrete and Continuous distributions to

This course will provide practical knowledge to the students
Excel and R- Programming.

apply the relevant concepts to real-life problems through Ms-

COBI: Apply standard discrete probability distribution to real-life situations.
COB2: Apply standard Continuous probability distribution to real-life data.

List of practicals:

1. Computation of Binomial Probabilities (MS-Excel and R-Programming).
2. Computation of Poisson Probabilities (MS-Excel and R-Programming).
3. Computation of Negative Binomial Probabilities (R-Programming).

4. Computation of Geometric Probabilities (R-Programming).

5. Computation of Hyper Geometric Probabilities (R-Programming).

6. Computation of Exponential Probabilities (MS-Excel and R-Programming).

T Computation of Normal Probabilities (R-Programming).
8. Computation of Cauchy Probabilities (MS-Excel and R-Programming).

 Course Quicomes:
- Upo'n: successful completion of the course, students able to:

_ COI: Learn how to fit various discrete probability distributions In MS-Excel and R- programming

;._v} ﬂ COZ Learn h ow to fit various Continuous probability distributions In MS-Excel and

/ (ﬂ' f.N. Ch.%ﬁsaﬁ%sm_‘%“g_o.
bl B ?\’eegg{*};“(:o“egq of Sc:\;rag,e
Ceeaun AV?[,SW}HY O7is

jaUn!
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Code: ST322

ﬁ%k (BI;lyzlnllb1l “dﬁ
BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri

Autonomous College | Affiliated to Osmania University 60 hrs %
Reaccredited with ‘A’ Grade by NAAC (4 hrs/ week) ;
B.Sc. II Year (CBCS): Statistics Syllabus 4 Credits

(Examination at the end of 11l Semester)
(To be implemented for the students joined in 2023-24)

Semester 111
Course Name: Statistical Methods and Inference I

Course Objectives: %

The objective of the course is,

COBI: To learn the concept of association between categorical variables and also to Jforecast the trend

line. ;
COB2: To understand the concept of relationship between two variables and Jorecast future values by

regression equations.
COB3: To Recognize the characteristics of a sampling distribution and aware of estimation.
COB4: To Understand the Jundamentals of classical inference involving confidence intervals and

hypothesis testing.

UNIT - 1 13)

Curve Fitting: Fitting of a straight line, quadratic, exponential and power curves.

Analysis of categorical data: Definition of attributes. Independence, association and partial association
of attributes, various measures of association (Yule’s) for 2 —way data and coefficient of contingency

(Pearson and Tcherprow) and coefficient of colligation with real life examples

(15)
. Bivariate data,
ank correlation

UNIT - 11
Correlation & Regression: Product moment correlation coefficient and its properties

scattered diagram, computation of correlation coefficient for grouped data, Spearman’s R.
coefficient and its properties, correlation ratio. Partial and multiple correlation coefficients (only for three

variables. Simple linear regression, lines of regression, properties of regression coefficients, correlation
verses regression, Multiple Linear Regression (Two independent variables), coefficient of determination-

Rz

UNIT - I (15)

Sampling distribution: Concept — Population, Sample, parameter, statistic, sampling distribution and
standard error and its application. Definitions of exact sampling distributions-statements and properties of
chi-square, t and F distributions and their interrelationshjps. Independence of sample mean and variance

-in random sampling from normal distributions.

~ Estimation: Point Estimation — Distinction between Estimator m Estimate — Properties of Estimators —
- Concept of Unbiasedness & Suﬁicig}%‘, @W‘%ﬁ gm‘an’s Factorization theorem — Simple
JERT g e ' N Sc., PR,

~ Applications. i : M tice
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(13)

UNIT - IV
d its Simple Applications.

Estimati .
imation (Continued): Concept of Consistency &Efficiency an
properties — Simple problems

- Met Gt . ;
ethods of Estimation: Maximum likelihood estimator (MLE) and their

on MLE — Method of moments — Simple illustrations.
n and interval estimation -

Inte . . . . .
2 rval est!matlon — Concept, Distinction between point estimatio
onfidence interval and confidence limits

Course OQutcomes:

Upon successful completion of the course, students able to:
egorical data.

COl1: Demonstrate the applicability of analyzing the cat
lines and multiple

C02: Compute and interpret Correlation Analysis, regression

regression analysis with applications.
C03: apply point and interval  estimation techniques 10 estimate  the ~ population
mean, proportion and variance.
CO4:compute various properties of estimation 10 deal real life problems.
List of Reference Books:
Mathematical Statistics, Sultan Chand &Sons, New

1. V. K. Kapoor and S. C. Gupta: Fundamentals of
ns. Volume- 1, Wiley

Delhi
William Feller: Introduction to Probability theory and its applicatio
K, Das Gupta B: Fundamentals of Statistics, Vol-II, the World press pvt. Ltd.,

Goon AM, Gupta M

Kolkata. :
Hoel P.G.: Introduction to mathematical Statistics, Asia Publishing house.
atical Statistics: Satya Prakashan, New Delhi

Sanjay Arora and Bansi
‘Hogg, Tanis, Rao: Probability and Statistical Inference.7th edition. Pearson.
New Central Book Agency.’

Parimal_Mukhopadhyay: Mathematical Statistics.

W N

4,
5.
6.

JProf. N. Ch. Bhatracharyulu

; M.Sc., M.Phil., Ph.D.
Department of Statistics

- University College of Science

~ Osmania University, Hyd-07.
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BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri
Autonomous College | Affiliated to Osmania University 30 hrs
Reaccredited with ‘A’ Grade by NAAC @hrd ey
B.Sc. II Year (CBCS): Statistics Syllabus 1 Credit
(Examination at the end of Ill Semester)
(To be implemented for the students joined in 2023-24)

Semester 111
Course Name: Statistical Methods and Inference I- Practical

Course Objective:

This course aims to provide students with proficiency in using statistical software for data analysis using
the principle of least squares, correlation, Regression analysis, and simulation of random numbers.

COB 1: To learn computational skills to implement various large sample test procedures using

Excel and R.

COB 2: To Learn the simulation of data, the principle of least squares for forecasting the data using

Excel and R.

List of practicals:

il

sl

R

Simulation of random samples from Uniform (0,1), Uniform (a, b), Exponential, Normal, Binomial

* and Poisson distributions (MS Excel and R Programming).

Fitting straight line and parabola by the least-squares method (MS Excel and R Programming).
Fitting of Exponential Curves by the method of least squares (MS Excel and R Programming).
Fitting of power curves by the method of least squares (MS Excel and R Programming).
Computation of correlation coefficient, forming regression lines (MS Excel and R Programming).
Computation of partial correlation coefficients (MS Excel and R Programming).

Computation of Multiple correlation coefficients (MS Excel and R Programming).

Course Outcome:

CO I: Handle and proces$w the data using the techniques correlation and regression analysis by

Exéel and R- programming.

’IF:‘VA-_,CO 2: Handle and process the data using the techniques least squares and simulation by Excel

and R—programmmg

L

(3: scanned with OKEN Scanner



Code: ST422

BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri

Autonomous College | Affiliated to Osmania University “ hi(:/hv:::ek)
Reaccredited with ‘A’ Grade by NAAC 4 Credits
B.Sc. II Year (CBCS): Statistics Syllabus

(Examination at the end of IV Semester)
(To be implemented for the students joined in 2023-24)

Semester 1V
Course Name: Statistical Inference 11

Course Objectives:

This course aims to,

COBI: Understand the fundamentals of classical inference.

COB2: Demonstrate the use of large sample tests and its applications.
COB3: Understand the applications of exact sampling distributions.

COB4: Perceive an in-depth presentation and analysis of the most common methods and techniques of
nonparametric statistics.

UNIT - I 1s)

Hypothesis and General Test Procedures: Concepts of statistical hypotheses, null and alternative
hypothesis, critical region, two types of errors, level of significance and power of a test. One and two
tailed tests, most powerful test and test function (non-randomized and randomized).

Neymann - Pearson’s fundamental lemma for Randomized tests. Examples in case of Binomial, Poisson,
- Exponential and Normal distributions and their powers. Use of central limit theorem in testing.

UNIT - 1T (15)
Large Sample Tests: Large sample tests for attributes and variables — Proportion(s), Mean(s), Standard

deviation(s), Correlation(s); confidence intervals for mean(s), proportion(s).

- UNIT - 111

Small Sample Tests: Tests of significance based on X2, t and F. y2

variance and test for independence of attributes. t — test for test for sin
and dependent). F-

distributions,

13)
-test for goodness of fit, Single

gle mean, two mean(independent
test for difference of variances. Definition of order statistics and statement of their

UNIT -1V 15)

Non-Parametric Tests: Concepts of distribution free tests, Their advantages and disadvantages,
- comparison with parametric tests. One sample run test, sign test and Wilcoxon-signed rank tests (single

- and paired samples). Two independent sample tests: Median test, Wilcoxon -Mann-Whitney U test, Wald
. Wolfowitz’s runtest.

of N. Ch. Bhatracharyuiu

- M.Sc., M.Phil., Pr.D-

Department of Statg,ég‘cé% o
University College of onc
Carmania University, FYETEs:

(3: scanned with OKEN Scanner



Course Outcomes:

Upon s
Ucce. i
ssful completion of the course, students able to-

COI: App] . 2 g
‘PPLy various estimation and testing procedures to real life problems.

C02 7 Ac 7
: quire 7
echniques fto test hypotheses related to population means, proportions and

variances under different circumstances.
CO3: Grab the kno
: e ) - T
wledge of inferential statistics and their applications in real-life business

situations.

CO4: Apply distribut ion free test to deal with real time problems.

List of Reference Books:

1. V.K. Kapoor and SC. Gupta: Fundamentals of Mathematical Statistics, Sultan Chand & Sons,
New Delhi.

Sanjay Arora and Bansi Lal: New mathematical Statistics: Satya Prakashan, New Delhi.

Hogg and Craig: Introduction to Mathematical Statistics. Printis Hall

Parimal Mukhopadhyay: Mathematical Statistics. New Central Book Agen

A

Goon AM, Gupta mk, Das Gupta B: Fundamentals of Statistics, Vol-11, the World press
pvt. Lid., Kolakota

6. Hoel PG: Introduction 1o mathematical Statistics, Asia Publishing house.

Hogg, Tanis,Rao: Probability and Statistical Inference.7th edition. Pearson,

7.
William Feller: Introduction to Probability theory and its applications. Volume- 1, Wiley

8.

Publication

9. Sanjay Arora and Bansi Lal: New mathematical Statistics: Satya Prakashan, New Delhi.
10. Mood AM, Graybill FA, Boe’s DC Introduction 1o theory of statistics. TMH.

11. Paramiteya mariyu aparameieya parikshalu. Telugu Academy.
12. Gerald Keller: Applied Statistics with Microsoft excel. Duxbury. Th
el, Berenson: Statistics for Managers using Microsoft Excel.

omson Learning

13. Levin, Stephan, Krehbi
4™ adition. Pearson Publication.

MSc MPh PhD,
Uepartment of Statistics
_Uﬁwersgty llege of Science T e
| OsmaniaUnversityHygsor,
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BHAVAN’S VIVI‘KANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri

30 hrs
Autonomous College | Affiliated to Osmania University (2 hrs/ week)
Reaceredited with ‘A’ Grade by NAAC 1 Credit
B.Sc. 11 Year (CBCS): Statistics Syllabus

(Examination at the end of IV Semester)
(To be implemented for the students joined in 2023-24)

Semester 1V .
Course Name: Statistical Inference II - Practical

Course Objective:

This course aims to provide Students will effectively use professional-level technology tools to implement
various statistical inferential approaches.

Unit wise Course Objective:

COB 1: To learn computational skills to implement various large sample test procedures using
Excel and R.

COB 2: To learn computational skills to implement various small sample test procedures using
Excel and R.

List of practicals:

Test for single proportion (MS Excel and R Programming).
Test for difference between proportions (MS Excel and R Programming)
Test for single mean (MS Excel and R Programming).
Test for difference between means (MS Excel and R Programming).
Test for single variance (MS Excel and R Programming).
“ Test for equality variances (MS Excel and R Programming).
.Test for correlatlon coefﬁclent (MS Excel and R Programmmg)
x tests for goodness of fit (MS Excel and R Programrmng)

x tests for mdependence of attnbutes (MS Excel and R Programmmg)

5 e ‘h\\]a}’g\ty CO‘}e“rc‘ H\}d’OT SRt
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BHAVAN’S VIVEKANANDA CO}EJEGE

of Science, Humanities and Commerce, S il
Autonomous College | Affiliated to Osmania University 30 hrs

Reaccredited with ‘A’ Grade by NAAC (2 hrs/ week)
B.Sc. IT Year (CBCS): Statistics SEC Syllabus 5 Cradits
of VI Semester)

(Examination at the end

(To be implemented for the students joined in 2023-24)
Wef the academic year: 2023-24
Semester 111

SEC Course Name: Data Analysis Using SPSS —1

Course Objectives:

This course aims to,

COBI: To introduce the basic practice of statistics by usin.g SPSS  Statistics, a
statistical software program used for data management and data analysis.

COB2: To learn how to perform basic statistical analysis.

(15 hrs)

ow, Entering data

UNIT -1
Introduction to SPSS: Introduction, Data Analysis with SPSS: general aspects, work fl
into SPSS Editor, Inserting and defining variables, Data entry, Data Editor. Sorting, Transposing,

Splitting and Merging.

UNIT -II _ e
Graphical Representation of Statistical data: Chart builder, Histograms, line Charts, Bar Charts, box
plots, Error bar, Pie Charts, Scatter Plots (Simple, grouped, drop-line), Editing graphs and Axes.

_De’sgriptive Analysis of data: Frequency tables, using frequency tables for analyzing data (Central
~ tendency and dispersion). . ;
| Course O;ttcaiﬁek:
‘Upon..‘s‘l{ccesﬂul corhpletidﬁ Qf the -'cour:se, Students able to:
: C01 Understand tﬁe basic work flow of SPSS. A

€02: demonstrate the visualization of data and perform basic statistical analysis. =

§ for windows step by step - Darren Gegrepie oo,

WS& -s\a\glc\e‘\ga o

pragically short arid sipiple™'s 2 o B
= et e e
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Code: SE422
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Bhavan
BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri
Aulonomouq College | Affiliated to Osmania University

Reaceredited with ‘A’ Grade by NAAC 30 hirs
B.Sc. Il Year (CBCS): Statistics SEC Syllabus (21irs] week)
(Examination at the end of VI Semester) 2 Credits

(To be implemented for the students joined in 2023-24)
Wef the academic year: 2023-24

7 Semester IV
SEC Course Name: Data Analysis Using SPSS — 11

Course Objectives:
This course aims to,

COBI: To familiarize the correlation and regression techniques used in data analytics.

COB2: To learn how to perform inferentiél statistical analysis.

UNIT -1 (15 hrs)

Correlation and Regression: Scatter plots, Pearson’s Correlation, Spearman Correlation and Partial
Correlation, Linear Regression and Multiple Regression — predicted unstandardized & standardized-

Residuals values — Unstandardized & Standardized with Simple examples.

UNIT -1I (15 hrs)

Statistical testing: Sample and Population, Concept of confidence Interval, One sample t-test

>

Independent Samples t-test, Paired Samples t-test and F-test, Cross tabulation and Chi Square analysis.
- Time Series Analysis: Simple forecasting techniques

Course Outcomes:
Upon successful completion of the course, students able to:

COI: Demonstrate proficiency in applying the regression models to predict the future values.

CO02: Select an appropriate statistical test for analyzing data.

"‘ LiSt‘of Refcrence Books:

' 1 SPSS for windows step by step - Darren George/Paul Mallery
2 SPSS Stats practlcally short and sunple Sidney Tyrrell.

e haryulu

X\ / “Prof.N.Ch. ?Patra(@hu ijih

of Statistics
' Depa‘. ':nr?r?lt!eoc:e of Science
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BHAVAN’S VIVEKANANDA COLLEGE
of Science, Humanities and Commerce, Sainikpuri 60 hrs

Autonomous College | Affiliated to Osmania Universit;
R(caccrsc‘litgd Lvilh ‘A’ Grade by NAAC (44}'2: ev(‘;ieti;k)
B.Sc. 111 Year (CBCS): Statistics Syllabus
(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24
Semester V — (DSE - 1A) Applied Statistics I

Course Objectives:

This course aims to,

COBI: Learn techniques in survey sampling with practical applications in daily life this
would be beneficial for the further research
COB2: Understand the principles underlying sampling as a means of making inferences about a
population,
COB3: Understand the concept of various components of time series modeling.
COB4: To Analyze the quality problems and solve them. Monitoring and maintaining of the quality of
products and services.

UNIT -1 @1s)
Design of Sample Surveys: - Organization and execution of sample surveys - principle steps in sample
survey - Pilot survey - sampling and non-sampling errors - advantages of sampling over complete census -
limitations of sampling.

Sampling techniques: Subjective, probability and mixed sampling methods. Simple random sampling
with and without replacement - unbiased estimate of the mean, variance of the estimate of the mean finite
population correction estimation of standard error from a sample - determination of sample size.
Estimates of population mean, total, and proportion, their variances and the estimates of variances by
Simple Random Sampling with and without replacement (SRSWR and SRSWOR).

UNIT - 11 (15)

Stratified random sampling - properties of the estimates - unbiased estimates of the mean and variance of

the estimates of the mean-optimum and proportional allocations — relative precision of a stratified
~ sampling and simple random sampling - estimation of gain in precision in stratified sampling.

Systematic Random Sampling: Systematic sampling with N = nk. Estimates of population mean, total,

their variances and estimates of variances. Comparison of relative efficiencies and advantages and

disadvantages of above methods of sampling.

UNIT - 11 @a5)
~ Time series: -Time series and its components with illustrations, additive, multiplicative and mixed
“models. Determination of trend by least squares, moving average methods.
Growth curves and their fitting with reference to Modified exponential, Gompertz and Logistic curves.

_ Determination of seasonal indices by Ratio to moving average, ratio to trend and link relative methods

UNIT-IV ' (15)

'_ ~ Statistical Quality Control: Importance of $QCn j uﬁg. isiigtrbasis of Shewart control charts
~ Construction of control charts for variables (mean, 1ra9rf'ge an 'mu&wm and attributes (p, np, and
nTURR S e e =/ Department of Statistics AL
L S : jLlnis,f&)rSEﬁyUCO“G‘JQTN ‘Scienygel
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c- charts wi
ith : i : it
1 fixed and varying sample sizes). Interpretation of control charts. Natural tolerance limits

and specificati Vo
pecification limits, process capability index.

Course Qutcomes:

Upon ) : .
[pon successful completion of the course, students able to:

COI: Understand distinctive features of sampling schemes and ils applications in real life.

CO2: Estimate statistics of interest and the sample sizes  are determined so  that those
statistics are estimated with an acceptable sampling error.

CO3: Understand the past behavior and would be helpful for future predictions.

CO4: Demonstrate confinuous  improvement methodology  for eliminating ~ defects in

product, process ,or service.

a

List of Reference Books:

1. Hoel PG: Introduction to mathematical statistics, Asia Publishing house.

2. VKRohatgi and A.K.Md.Ehsanes Saleh: An Introduction to probability and statistics.

Wiley series.
Parimal Mukhopadhyay: Mathematical Statistics. New Central Book Agency-

Sanjay Arora and Bansi Lal:New Mathematical Statistics Satya Prakashan, NewDelhi.

Hogg and Craig:Introduction to Mathematical statistics. Printis Hall

GibbonsJ.D and Subhabrata Chakrabarti: Nonparametric Statistical Inference, MarcelDekker.

3
4
5.
6. Siegal. Sand Sidney: Non-parametric statistics for Behavioural Science. McGraw Hill.
7

8. | Conover: Practical Nonparametric Statistics. Wiley series.

9

Mood AM,Graybill FA,Boe’s DC Introduction to the theory of statistics. TMH.

10. Paramiteya mariyuaparameteyaparikshalu. Telugu Academy.

11. K.V.S. Sarma: Statistics Made simple do it-yourself on PC. PHI

12. Gerald Keller: Applied Statistics with Microsoft excel. Duxbury. Thomson Learning

13. Levin, Stephan, Krehbiel, Berenson: Statistics for Managers Using Microsoft Excel, 4Medition.

Pearson Publication.

14. Hogg, Tanis, Rao. Probability and Statistical Inference. 7th edition, PearsonPublication.

15, Milton and

~ Publication

Arnold(Fourth Edition): Introduction to Probability and statistics, TataMcgraw hill

o & 2 : : chal U\U.
: { Statishhee

tment 0
Urgveeg':{w Co_\\ege_ {)f Scl
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BHAVAN’S VIVFKANANDA COLLEGE
of Science, Humanities and Cornmerce, Sainikpuri 45 hrs
Autonomous College | Affiliated to O smania lfpl'/Cf gity (3hrs/ week)
Reaccredited with ‘A’ Grade by MAAC 1 Credit

B.Sc. 1] Year (CBCS): Statistics Syllabus

(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24

Semester V — (DSE - 1A) Applied Statistics I Practical

Course Objectives:

This course aims to,

COBI: To learn computational skills to implement various sampling techniques, trend and seasonal

variation applications.
COB2: To Analyze the quality problems and solve them. Monitoring and maintaining of the quality of

products and services.

Sampling Theory

1. Estimation of Population mean, population total and variance of these estimates by Simple

random sampling with and without replacement and their Comparison

2. Stratified random sampling with proportional and optimum allocations, Comparison
between proportional and optimum allocations with SRSWOR

3, Systematic sampling with N = nk. Comparison of Systematic sampling with Stratified and
SRSWOR

Time Series

4a. Measurement of trend by method of moving averages.

4b. Measurement of trend by method of moving averages using MS Excel.

54. Measurement of trend by method of least squares.

5h. Measurement of trend by method of least squares using MS Excel.

6a. Measurement of seasonal indices by the method of Ratio to trend.

6h. Measurement of seasonal indices by the method of Ratio to trend using MS Excel.

7a. Measurement of seasonal indices by the method of Ratio to moving averages.

7h. Measurement of seasonal indices by the method of Ratio to moving averages using MS Excel.
8a. Measurement of seasonal indices by the method of Link Relatives.

8b. Measurement of seasonal indices by the method of Link Relatives using MS Excel.

id
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Statistical Quality Control

9a. Construction of X-bar and R Charts.

9b. Construction of X-bar and R Charts using MS Excel

10a. Construction of X-bar and Standard deviation Charts.

10b. Construction of X-bar and Standard deviation Charts using MS
11a. Construction of p, np - charts with fixed and varying sample sizes.
11b. Construction of p, np - charts with fixed and varying sample s
12a. Construction of C - Chart.

12b. Construction of C — Chart using MS Excel

Excel.

izes using MS Excel.

13a. Construction of u - charts.

13b. Construction of u — charts using MS Excel.

Course Outcomes:

Upon successful completion of the course, students able to:

CO1: Handle and process the data using sampling techniques, trend and seasonal variations
methodology for eliminating defectives and

CO2: Demonstrate continuous improvement
defects in a product, process, or service.

(3: scanned with OKEN Scanner
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BHAVAN’S VIVEKANANDA COLLEGE
of Science, Humanities and Commerce, Sainikpuri
Autonomous College | Affiliated to Osmania Universit! 60 hrs
Reaccredited with ‘A’ Grade by NAAC (4 hrs/ w.eek)
B.Sc. III Year (CBCS): Statistics Syllabus 4 Credits
(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24
Semester V — (DSE —1B) Analytical Statistics 1 |

Course Objectives:

This course aims to,

COBI: Learn ftechniques in survey sampling with practical applications in daily life this

would be beneficial for the further research
COB2: Understand the concept of various components of time serie.
COB3: To Analyze the quality problems and solve them. Monitoring an
products and services.
v and two - way analysis of variance and

COB4: Demonstrate an application of one - wa]
obtain the knowledge about application of Design of Experiments.

s modeling.
d maintaining of the quality of

UNIT-I (15)
Sample Surveys: Principal steps in sample surveys, census versus sample surveys, sampling and non-

 sampling errors, advantages and limitations of sampling.

Sampling Methods: Types of sampling: Subjective, Quota, probability and mixed sampling methods.
~ Methods of drawing random samples with and without replacement. Estimates of population mean and
total, their variances and the estimates of variances in Simple Random Sampling With and Without
Replacement, Stratified Random Sampling with Proportional and Neyman optimum allocation and

Systematic Sampling when N= nk.

~ UNIT-II (15)
" Time serics: Time series and its components with illustrations, additive, multiplicative and mixed

models. Determination of trend by least squares and moving average methods. Growth curves and their
~fitting with reference to Modified exponential, Gompertz and Logistic curves. Determination of scasonal
~indices by Ratio to moving average, ratio to trend and link relative methods.

_'Statistical Quality Control: Importance of SQC in industry. Dimensions of quality, Statistical basis of
s. Construction of control charts for variables (mean, range and standard deviation)

~ Shewart control chart
: "‘ﬁndnatt;t_ibn_l(res ‘(_p , np, ¢ and u- charts with fixed and varying sample sizes). Interpretation of control

o chas.

 UNIT-IN
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UNIT-IV

Analysis of Variance and Design of Experiments: Concept of Gauss-
examples, statement of Cochran’s theorem, ANOVA — one-way, two-way
Ob‘se fatiou per cell, Statistical analysis, Importance and appli
Principles of experimentation, Analysis of Completely random ,
Design (R.B.D) and Latin Square design (LSD) including one missing observation.

(15)
Markov linear model with
classifications with one

cations of design of experiments.
ized Design (C.R.D), Randomized Block

.

Course Qutcomes:

Upon successful completion of the course, students able to:

COI: Understand distinctive features of sampling schemes and its applications in real life.
CO2: Understand the past behavior and would be helpful for future predictions.

CO3: Demonstrate continuous improvement methodology for eliminating defects in a

product, process, or service.

CO4: Analyze and interpret the data using Design of Experiments.

List of Reference Books:

i

o)

S.‘J

© ® N oA

V K. Kapoor and S.C. Gupta : Fundamentals of Applied Statistics. Sultan Chand

A. M. Goon, M. K. Gupta, B. Das Gupta : Fundamentals of Statistics Vol - II World Press Private
Ltd.,Calcutta

A. M. Goon, M. K. Gupta, B. Das Gupta : An outline of Statistical Theory Vol - 1II, World Press
Private Ltd.,Calcuttal 7.

Anuvartita Sankhyaka Sastram — Telugu Academy.

- Arora, Sumeet Arora, S.Arora : Comprehensive Statistical Methods, S. Chand.

B. L. Agarwal : Basic Statistics, New Age publications.

S.P. Gupta: Statistical Methods. Sultan Chand and Sons.

Parimal Mukhopadhyay : Applied Statistics, New Central Book agency.

Daroga Singh and Chowdhary : Theory and Analysis of Sample survey designs. Wiley Eastern.

- 10. M.R. Saluja : Indian Official Statistics. ISI publications.

-

NPyt \ charyulu
187 f N Br.l‘.‘sag?iphn.%h.n.
d ‘Department of Statistics

\VWZ niversity College of Science
/’ Osmania University, Hyd-07.
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BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri

Autonomous College | Affiliated to Osmania University (3h‘:~:/l::ek)
Reaccredited with ‘A’ Grade by NAAC 1 Credit

B.Sc. 111 Year (CBCS): Statistics Syllabus

(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24

Semester V — (DSE —1B) Analytical Statistics I Practical

Course Objectives:

This course aims to,

COBI: To learn computational skills to implement various sampling techniques, trend and seasonal
variation applications.

COB2: To Analyze the quality problems and solve them. Monitoring and maintaining of the quality of
products and services and Demonstrate an application of one - way and two - way analysis of variance

and obtain the knowledge about application of Design of Experiments.

Sampling Theory

1. Estimation of Population mean, population tetal and variance of these estimates by Simple
random sampling with and without replacement and their Comparison
2. Stratified random sampling with proportional and optimum allocations, Comparison
between proportional and optimum allocations with SRSWOR
3. Systematic sampling with N = nk. Comparison of Systematic sampling with Stratified and
~ SRSWOR

. Time Series

-'f 4’5 Measurementr of trend by method of moving averages.

4b, Measurement of trend by method of moving averages usnng MS Excel
o Sa Measurement of trend by method of least squares : :

5b Measurement of trend by method of least squares usmg MS Excel

: 6a Measurement of seasonal 1ndlces by the method of Ratlo to trend

6b Measurement of seasoual mdlces by the method of Ratlo to trend usmg MS Excel

Measurement Of seasonal lndlces by the method of‘Ratlo to movmg averagesusmg MS Excel

M ,urement of seasofial xmmfesb%%ac m!f%‘i‘rﬁ{ Relatxves T
= o of smus;m EE e e il e e
ggmen&&miﬁnkuelativesusing-»Ms,>Exce|

wersity, £ Y
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Statistical Quality Control

9a. Construction of X-bar and R Charts.

9b. Construction of X-bar and R Charts using MS Excel

10a. Construction of X-bar and Standard deviation Charts.

10b. Construction of X-bar and Standard deviation Charts using MS Excel.

11a. Construction of p, np - charts with fixed and varying sample sizes.

11b. Construction of p, np - charts with fixed and varying sample sizes using MS Excel.
12a. Construction of C - Chart.

12b. Construction of C — Chart using MS Excel

13a. Construction of u - charts.

13b. Construction of u — charts using MS Excel.

Designs of Experiments

14a. ANOVA of One-Way Classification.

14b. ANOVA of One-Way Classification using MS Excel.

15a. ANOVA of Two-Way Classification.

15b. ANOVA of Two-Way Classification using MS Excel.

16a. Analysis of Completely Randomized Design.

16b. Analysis of Completely Randomized Design using MS Excel.

17a. Analysis of Randomized Block Design and estimation of one missing value in RBD
17b. Analysis of Randomized Block Design using MS Excel.

18. Analysis of Latin Square Design and Estimation of one missing value in LSD

L " Course Outcomes:
S ‘Upon successful completzon of the course, students able to:

| COI Handle and process | the data uszng samplmg techmques trend and seasonal variations

.COZ Demonstrate continuous tmprovement merhadology Jfor eliminating defecnves and
& defects ina product process or serwce and analyze & mterpret the data usmg Desxgn
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BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commeree, Sainikpuri ok
Autonomous College | Affilinted (o Osmania Universits i h’ ; re i
Reaceredited with ‘A’ Grade by NAAC (4 hrs/ week)

B.Sc. 11 Year (CBCS): Statistics Syllabus 4 Credits

(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24
Semester VI - (DSE - 1A) Applied Statistics 11

Course Objectives:

This course aims 1o,

COBI: Demonstrate an application of one - way and iwo - way analysis of variance

COB2: Obtain the knowledge about application of Design of Experiments.

COB3: Procure the basis for the estimates of births and deaths used in the cohort method.

COB4: Anticipate value useful for comparing magnitudes of aggregates of related variables
to each other, and to measure the changes in these magnitudes

UNIT -1 (15)

Analysis of Variance - ANOVA: Concept of Gauss-Mark off linear model with examples, statement of
Cochran’s theorem, ANOVA — one-way, two-way classifications with one observation per cell.
Expectation of Various sums of squares and their Statistical analysis.

UNIT -11 (15)
Design of Experiments: Importance and applications of design of experiments. Principles of
experimentation. Analysis of Completely randomized Design (CRD), Randomized Block Design (RBD)
and Latin Square Design (LSD) including one missing observation, expectation of various sum of
squares. Comparison of the efficiencies of the above designs.

UNIT - 111 ' (15)

Vital statistics: Introduction, definition and uses of vital statistics. Sources of vital statistics, registration
method and census method. Rates and ratios, Crude death rates, age specific death rate, standardized death
rates, crude birth rate, age specific fertility rate, general fertility rate, total fertility rate. Measurement of

populatxon growth, crude rate of natural increase- Pearl’s vital index. Gross reproductive rate and Net
‘ reproduchve rate, Life tables, construction and uses of life tables and Abridged life tables.

UNIT 1V : (15)
~ Index Numbers: -Concept, construction, uses and limitations of simple and weighted nidex numbers.
 Weighted index numbers - Laspeyer’s, Paasche’s and Fisher’s, Marshall Edgeworth and kelly’s index
~ numbers. Criterion of a good index numbers (Test of consistency), problems involved in the construction
of index numbers. Fisher’s index as an ideal index number. Fixed and chain base index numbers. Cost of ’
'ngv_mdex,numhers and wholcsale pnce mdex numbers Base shlﬁmg, sphclng and deflation of mdcx e

Lj‘and “5 com Utﬂtlﬂn, utlhty and %fﬁcultxes m estxmat‘on of Natxonal mcome

of.N.Ch Bratradiho,

i 0‘ sm {is t\cs
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Course Outcomes:

Upon successful completion of the course, 5t udents able to:

CO1: Assess ANOVA for one-way, w0 —Wdy classification. fixed effect models with equdl.
number of observations per cell in real time problems.

CO2: Analyze and interpret the data using Design of Experiments.

CO3: Acknowledge the Vital statistics data uses—they serve ds d base for public health,
ment and @€ used to trock

social service, and economic planning and program develop
progress toward health goals.
CO4: Determining the direction of production and employmen

and 10 know changes in the real income of different groups 9. people at different places

{ to facilitate future payments

and times.
List of Reference Books:

1. V.K.Kapoor and SC.Gupta : Fundamentals of Applied Statistics. Sultan Chand and sons, New
Delhi

9 Parimal Mukhopadhyay: Applied Stafistics. New Central Book agency- Books and Allied(P)
Limited

3. B.L.Agarwal: Basic Statistics.New Age International Limited- _

4. Daroga Singh and Chowdhary: Theory and Analysis of Sample survey designs. Wiley
Eastern Publications. .
M_R_Saluja : Indian Official Statistics. ISL publications.
S.P.Gupta: Statistical Methods. Sultan Chand and Sons.

PratirupaSidhanthamulu _ Telugu Academy-

Prayoga Rachana and Visleshana — Telugu Academy.
- do it yourself on PC.PHI

K.V.S. Sarma: Statistics made Simple :
Microsoft excel- Duxbury. Thomson [ earning.

b. Gerald Keller; Applied Statistics with ; :
il Levine Stephan, Krehbiel, Berenson-: Statistics for Managers using Microsoft Excel. Pearson

Publication. iy
i aka sastram — 1€ ugu E _
i2, Amvaria S5 calMethods.S.Chand.

Sumeet Arora, S. Arora: Comprehensive Statisti ods :
11 irlt{rzoon, M.K.Gupia, B.Dasgupta, Fundamentals of Statistics Vol I World Press private

NN =

Ltd.,Calcutta.
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BHAVAN’S ‘V‘lVEKANAN DA COLLEGE

of Science, Humanities and Commerce, Sainikpuri

Autonomous College | Affilinted to Osmania University 45 hrs
Reaceredited with ‘A’ Grade by NAAC (3hrs/ wc.ek)
B.Se. Il Year (CBCS): Statistics Syllabus I Credit

(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24
Semester VI — (DSE - 1A) Applied Statistics II Practical

Course Objectives:

This course aims to,

COBI: To learn computational skills on applications of one — way, two - way analysis of
variance and Design of Experiments

COB2: To learn computational skills for the estimates of births, deaths used in the cohort

method and comparing magnitudes of aggregates of related variables to each othe
and to measure the changes in these magnitudes.
Designs of Experiments

la. ANOVA of One-Way Classification.

1b. ANOVA of One-Way Classification using MS Excel.

2a. ANOVA of Two-Way Classification.

2b. ANOVA of Two-Way Classification using MS Excel.

3a. Analysis of Completely Randomized Design.

3b. Analysis of Completely Randomized Design using MS Excel.

4a. Analysis of Randomized Block Design and estimation of one missing value in RBD
4b. Analysis of Randomized Block Design using MS Excel.

5. Analysis of Latin Square Design and Estimation of one missing value in LSD

Vital Statistics

6. Computation of various Morality rates, Fertility rates and Reproduction rates
7a. Construction of Complete life tables.

7b. Construction of Complete life tables using MS Excel.

Index Numbers

 ga. Computation of Laspeyer’s, Paasche’s, Fisher’s, Marshall Edgeworth and Kelly’s Price
o ahd Quantity Index numbers

8b Computatlon of Laspeyer’s, Paasche’s, Fisher’s,

\(a no
, Prlce and Quantity Index numbers usm% Wm%‘a il ?

; ia\“\\s e“ce 3
a2 Computatlon of le/eve al(lﬂ"ae/st Factor @ if Test.

5 m\\lets‘\w \ mNe(s\W'

ll Edgeworth and Kelly 8
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Test and Circular Test.

8 . ’
a. Computation of Time Reversal Test, Factor Reversal
Test and Circular Test using

8b. Com -
mputati -
N on of Time Reversal Test, Factor Reversal

9a. Construction of Cost of living index numbers.

9b.Construction of Cost of living index numbers using MS Excel

10. Base shifting, splicing and Deflation

Course Ouicomes:

Upon successful completion of the course, students able to:
¢ regression techniques 10 predict the value of continuous

COl: Apply simple and logisti

variables.
ection of production and

a and determining the dir
in the real income of

dge the Vital statistics dat
ow changes

C02: Acknowle
employment 10 facilitate future payments and to kn
different groups of people al different places and times.
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BHAVAN’S VIVEKANANDA COLLEGE

of Science, Humanities and Commerce, Sainikpuri s

Autonomous College | Affiliated to Osmania Universit;
Reaccredited with ‘A’ Grade by NAAC
B.Sc. 111 Year (CBCS): Statistics Syllabus
(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24
Semester VI — (DSE —1B) Analytical Statistics II

(4 hrs/ week)
4 Credits

Course Objectives:

This course aims to,

COBI: Recommend appropriate types of predi?tive modeling for wuse in data analysis
scenarios.

COB2: Analyzing complex datasets, allowing to gain a deeper understanding of data and
how it relates to real-world scenarios. '

COBS3: Procure the basis for the estimates of births and deaths used in the cohort method.

COB4: Anticipate value useful for comparing magnitudes of aggregates of related variables
to each other, and to measure the changes in these magnitudes

Unit I (15)
Multivariate distributions: Introduction, concept of Multivariate, Definitions and Statements of
properties of Multinomial and Multivariate Normal Distributions with Real life applications.

Regression Analysis : Definition, procedure of Least square estimation, methods of analysis and
interpretation, Simple Linear Regression and Multiple Linear Regression for ‘n’ variables : estimation of
parameters, Lack of fit, Mean Square Error, R” and adjusted R? values, Testing Regression coefficients.

Logistic regression: Definition and model assumptions, estimation of parameters, statements of
properties for simple and Multiple Logistic regression. Interpretation of the same.

UNIT-II (15)
Multivariate Data Analysis Techniques : Definitions, Statements of properties of Principal Component
Analysis, Factor Analysis, Cluster analysis and Linear Discriminant Analysis (Bayesian and Fishers

approaches), Multidimensional Scaling, Applications and interpretation of above techniques to Image
processing / pattern recognition.

Unit — 111 o ‘ (15)
Vital statistics : Introduction, definition and uses of vital statistics. Sources of vital statistics, registration

- method and census mf?thOd- Rates and ratios, Crude death rates, age specific death rate, standardized
 death rates, crude birth rate, age specific fertility rate, general fertility rate, total fertility rate.

 Measurement of population growth, crude rate of natural increase- Pearl’s vital index. Gross reproductive

- rate sand Net reproductive rate, Life tables, constr%%gwqﬁg‘%gof life tables and Abridged life tables.
n M iCs e
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Unit -IV (15)

Indian Official Statistics: Functions and organization of CSO and NSSO. Agricultural Statistics, area

and yield statistics. National Income and its computation, utility and difficulties in estimation of national
income.

Index Numbers : Concept, construction, uses and limitations of simple and weighted index r}umbers.
!_ASpeyer’s, Paasche’s and Fisher’s index numbers, criterion of a good index numberg, problems m.volved
in the construction of index numbers. Fisher’s index as an ideal index number. Fixed and chain base

index numbers. Cost of living index numbers and wholesale price index numbers. Base shifting, splicing
and deflation of index numbers.

Note: In first two Units emphasis will be on concepts and applications of techniques only.

Course Outcomes:

Upon successful completion of the course, students able to:
COI: Apply simple and logistic regression techniques 10 predict the value of continuous
variables.

CO02: To study the relationships among the P attributes, classify the n collected samples into

homogeneous groups, and make inferences about the underlying populations from the
sample.

CO3: Acknowledge the Vital statistics data uses—they serve as a base jor public  health,

social service, and economic planning and program development and are used to track
progress toward health goals.

CO4: Determining the direction of production and employment to facilitate future payments

and to know changes in the real income of different groups of people at different places
and times.

List of Reference Books:

. V.K.Kapoor and S.C.Gupta : Fundamentals of Applied Statistics. Sultan Chand
. Multivariate Analysis by Johnson and Wrichon

. Pratirupa Sidhanthamulu — Telugu Academy,

. Prayoga Rachana and Visleshana — Telugu Academy.

. M.R.Saluja : Indian Official Statistics. ISI publications.
. B.L.Agarwal: Basic Statistics.New Age publications.

1
2
3
4
5. ParimalMukhopadhyay : Applied Statistics . New Central Book agency.
6
7
8. S.P.Gupta: Statistical Methods. Sultan Chand and Sons.

9

. E-Book: https://onlinelibrary.wiley.com/doi/book/10.1002/9781118391686.
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B.Sc. 111 Year (CBCS): Statistics Syllabus
(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24
Semester VI — (DSE —1B) Analytical Statistics II Practical

Course Objectives:

This course aims to,

COBI1: To learn computational skills to implement Regression and Logistic Regression
models.

COB2: To learn computational skills for the estimates of births, deaths used in the cohort
method and comparing magnitudes of aggregates of related variables to each other,
and to measure the changes in these magnitudes.

Multivariate Regression Analysis

1. Computation of Simple Regression Analysis.

1b. Computation of Simple Regression Analysis using MS Excel.

2. Computation of Multiple Regression Analysis (for three variables only).

2b. Computation of Multiple Regression Analysis (for three variables only)using MS

Excel. |
3. Computation of simple Logistic Regression Analysis.
4. Computation of simple Logistic Regression Analysis (for three variables only).

Vital Statistics

5. Computation of various Morality rates, Fertility rates and Reproduction rates.
6a. Construction of Complete life tables.

6b. Construction of Complete life tables using MS Excel.

Index Numbers

- 7a. Computation of Laspeyer’s, Paasche’s, Fisher’s, Marshall Edgeworth and Kelly’s Price
~ and Quantity Index numbers

17b ‘Computation of Laspeyer’s, Paasche’s, Flsher s, Marshall Edgeworth and Kel s

,.1,; Pnce and Quantl Index numbers using MS E

; d‘-N'C’“' ‘t%%&a\\s\é\?“@
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9b. Computation of Time Reversai

MS Excel.

10a. Construction of Cost of living

10b.Construction of Cost of living ind

index numbers.

11. Base shifting, splicing and Deflation

Course Outcomes:

Upon successful completion of the
COI: Analyze and interpret the da

- CO02: Acknowledg
employment 10 facilitate Sut

different groups of people al

e the Vital statistics data and dete

course, students able to:
ta using ANOVA and Des

ure payments and to kn
different places and times.

Test, Factor Reversal Test 2

ign of Experiments.
rmining the direction

nd Circular Test using

ex numbers using MS Excel

of production and

ow changes in the real income of
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of Science, Humanities and Commerce, Sainikpuri
Autonomous College | Affiliated to Osmania University
Reacceredited with ‘A’ Grade by NAAC @ h6r(: /hv:zek)
B.Sc. 111 Year (CBCS): Statistics Syllabus 4 Credits
(To be implemented for the students joined in 2023-24)
wef the academic year: 2023-24
Semester V — (GE) Basic Statistics

Course Objective:
Z;he 77?ain objective of this course is to provide both theoretical and practical knowledge in the field of
€scriptive statistics, incorporated with data science fields and its applications.

COBI: Ty perceive the basic concepts in Statistics

COB2: To calculate and interpret the various descriptive measures of centrality, dispersion
and higher-order measures of location.

CoB3: The concept of association between two variables and forecast future values by
regression equations.

CoB4: To introduce the basic practice of statistics by using SPSS, a statistical software
program used for data management and data analysis.

UNIT I @15)
Introduction: Definition and scope of Statistics, concepts of statistical population and sample. Data:
quantitative and qualitative, attributes, variables, scales of measurement - nominal, ordinal, interval and
ratio. Presentation: tabular and graphic, including histogram and ogives.

UNIT II : 15)
Measures of Central Tendency: mathematical and positional. Measures of Dispersion: range, quartile

deviation, mean deviation, standard deviation, coefficient of variation, moments, skewness and kurtosis.

UNIT III (15)
Bivariate data: Definition, scatter diagram, simple, partial and multiple correlation (3 variables only), rank
correlation. Simple linear regression, principle of least squares and fitting of polynomials and exponential

curves.

UNITIV | 15)
_ Practicals on SPSS: Introduction, Data Analysis with SPSS: general aspects, work flow, entering data
- into SPSS Editor, Inserting and defining Variabk‘gﬁ;'i‘bata entry, Data Editor. ‘

2.

<builder- Histograms, Bar Charts, box‘plots, Error

e 3 ini : v o P ) .\)\"i
_ bar, Pie Charts, Scatter Plots, Edltln%g&pﬁ‘sgand} ES.
; *_: it L, ah / y $ @?’\Q‘;Q’: .?\\;‘3-‘

o Graphical Representation of Statistica!z}x_dﬁté'\ '

N

L e : i ; , : ;
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Descripti . : .
Iptive Analysis of data: Frequency tables, using frequency tables for analyzing data (Central

tendency and dispersion).
Correlati . e
ation and Regression: Pearson’s Correlation, Scatter plots, Linear Regression Simple examples.

Course Outcomes:

After completing this course students will be able to:

co1: De-velop skills in presenting quantitative and qualitative data using appropriate
diagrams, tabulations and construction of frequency distributions.
CO2: Evaluate data using measures of central tendency, dispersion and interpr
order measures of central tendency.
CO3: Compute an interrelation between the variables using Correlation and regression
analysis.
CO4: Demonstrate the applicability of analyzing univariate and bivariat

et the higher

e data analysis using SPSS.

List of Reference Books:

1. Goon AM., Gupta M.K. and Dasgupta B. (2002): Fundamentals of Statistics, Vol. 1 & 1L,
8" Edn. The World Press, Kolkata.

2. Miller, Irwin and Miller, Marylees (2006): John E. Freund’s Mathematical Statistics with
Applications, (7th Edn.), Pearson Education, Asia.

3. Mood, AM. Graybill, F.A. and Boes, D.C. (2007): Introduction to the Theory of Statistics,
3" Edn., (Reprint), Tata McGraw-Hill Pub. Co. Ltd. PRACTICAL/ LAB WORK.

4. SPSS for windows step by step - Darren George/Paul Mallery

5. SPSS: Stats practically short and simple — Sidney Tyrrell.
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B.Sc. ITI Year (CBCS): Statistics Syllabus
(To be implemented for the students joined in 2023-24)
Wef the academic year 2023-24
Semester VI — Optional Course
Course Name: Operation Research/ ProjectCourse

Course Objectives:

The objective of this course is to,

COBI: Impart knowledge in concepts and tools of Operations Research.
—M method dual LPP. Understand

COB2: Determining the Optimum solution to the LPP by using the Big
the sequence of n jobs on m machines.
COB3: Model formulation and applications

problems.
COB4: Describe the theoretical workings of the solution methods for assignment problems

and demonstrate their working by hand and solver.

that are used in solving Transportation

UNIT -1 (15)
Linear Programming: Introduction to OR, Convex sets and their properties, Nature, Scope, Functions,

Formulation of LPP - Solving the LPP by graphical method. Fundamental theorem of LPP (only

statement). Solving the LPP by simplex method, Two-phase simplex method

UNIT -1I (15)
Big - M Method: Solution to LPP using Big — M method (Penalty Method) and Concept of degeneracy

and resolving it.

Duality: Concept of duality, duality as L.P.P. Dual-Primal relationship.

Problem of Sequencing - Optimal sequence of n jobs on two and three machines without passing.

UNIT - III (15)
Transportation Problem: Definition of transportation problem, TP as a special case of LPP, Initial basic

feasible solutions by North-West Corner Rule, Matrix minimum methods and VAM Optimal solution
through. MQD{ method and step}?ing stone method for balanced and unbalanced Transportation problem.
Maximization in TP Degeneracy in TP and resolving it. Concept of Transshipment problem. ‘

'Assignment Problem: Concept. Mathematical Formulation. Assignment problem as special case of TP

and LPP Solution. Optimal solution using Hungarian method for Balanced and Unbalanced problems.
~ Travelling Salesman Problem.

M\ SR
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Course Outcomes:

U \ H
lpon successful completion of the course, students able to:
CO1: Identi : :
O1: Identify and express a decision problem in mathematical form and solve it graphically
i and by Simplex method

2: dExI?lain the relationship between a linear

uality and Complementary slackness and un

5 Jor solving Business Problems

3: Recognize and formulate transportation problems

CO4: Recognize and formulate Assignment problems an

dual, including strong

program and its
Sequencing Jobs

derstand the usdge of

and drive their optimal solution.
d drive their optimal solution.

List of Reference Books:

Kanti Swaroop, P.K. Gupta and ManMohn : Operations Research. Sultan Chand.

Operations Research — S D Sharma.
Taha: Operations Research: An Introduction, Mac Millan.
Gass: Linear Programming. Mc Graw Hill.
Hadly: Linear programming. Addison-Wesley.
Wayne L. Winston: Operations Research. Thomson, India edition. 4th edition.
Anuvartita Sankhyaka sastram — Telugu Academy.
Parikriya Parishodhana - Telugu Academy.

A.M. Goon, M.K. Gupta, B. Dasgupta: Fundamentals of Statistics, Vol II World Press Private L,

¥ ® N voh W

Calcutta.

10.D. V. L. N. Jogiraju, C. Srikala, K. Ravi Kumai' Quality, Reliability and Operations Research,

Kalyani Publishers.
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